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ABSTRACT

Developing the skills or expertise to create useful popula-
tion pharmacokinetic-pharmacodynamic models can be a
daunting task-the level of mathematical and statistical
complexity is such that newcomers to the field are fre-
quently overwhelmed. A good place to start in learning the
field is to read articles in the literature. However, the num-
ber of articles dealing with population pharmacokinetic
pharmacodynamics is exponentially increasing on a yearly
basis, so choosing which articles to read can be difficult.
The purpose of this review is to provide a recommended
reading list for newcomers to the field. The list was chosen
based on perceived impact of the article in the field, the
quality of the article, or to highlight some important detail
contained within the article. After reading the articles in
the list, it is believed that the reader will have a broad over-
view of the field and have a sound foundation for more-
detailed reading of the literature.

KEYWORDS: NONMEM, influential articles, review,
first-order approximation

INTRODUCTION

In the 1970s and early 1980s, pharmacokinetics was moving
away from compartmental models, which were the founda-
tion of the field, toward noncompartmental or so-called
model-independent analyses because of the perceived prob-
lems with compartmental models. For example, one mod-
eler might choose a 1-compartment model with first-order
(FO) absorption, whereas another might choose the same
model but include a lag time. Alternatively, within the same
cohort of subjects, data for most individuals may be consis-
tent with one type of model, but with a handful of individu-
als, their data may be more consistent with another type of
model. For example, most patients may be more consistent
with a 2-compartment model, but others may be more con-
sistent with a 3-compartment model. These inconsistencies,
in addition to other problems, led to criticism of the com-
partmental approach. Hence, data analysis began moving
from a kinetic foundation to a summary statistic approach.

In the late 1970s and early 1980s, Sheiner, Beal, and col-
leagues1-4 published a series of articles describing a new
approach to pharmacokinetic data analysis, which was later
coined population pharmacokinetics (PopPK), and intro-
duced a new software package called NONMEM (currently
distributed by GloboMax LLC, Hanover, MD) that was
capable of performing the necessary operations to do this
new type of analysis. Using phenytoin data collected as part
of a therapeutic drug monitoring program in epileptic
patients, Sheiner and Beal2,3 showed how estimates of the
population-pharmacokinetic parameters could be obtained,
although most patients had only 2 or 3 samples collected.
They also showed how na€ıve pooling of the data and the
2-stage approach (which will be discussed later) both result
in biased parameter estimates.

Although it is clear that population-based methods were
initially developed with an eye toward the analysis of data
obtained from routine clinical monitoring and developing
individualizing dose regimens based on patient-specific
covariates, population-based methods now play a large role
in drug development. It is fair to say that PopPK has revo-
lutionized how data from clinical studies is analyzed.
Granted, a noncompartmental approach is still used for
many phase I studies, but population-based methods are
used almost exclusively for phase II and III studies and to
summarize data across a drug development program.
Hence, noncompartmental and compartmental models, in-
cluding PopPK, are seen as complementary approaches
with each having their own role.

PopPK was slow to take off, like most new technologies,
but is now growing rapidly. A MEDLINE search using the
key terms ��population pharmacokinetics�� or ��NONMEM��
shows that the number of publications has been exponen-
tially increasing for a number of years (Figure 1). One of
the problems with PopPK for a long period of time was the
difficulty in understanding the nomenclature and mathe-
matics, the heavy reliance on statistics, and the difficulty in
using NONMEM. These problems still exist, but now, after
many years and thanks to such resources as the NONMEM
Users Group (http://www.cognigencorp.com/nonmem/nm/)
and more introductory courses, users are more comfortable
with the problems. For a newcomer, however, PopPK is as
daunting as ever—more so since the mathematics and statisti-
cal foundation have become more complex with the intro-
duction of conditional estimation algorithms. A newcomer
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can read the literature as a source to learn about PopPK. But
even this task can be difficult, because there are almost
1,000 publications related to PopPK as of the end of 2004.

The purpose of this article is to provide a recommended
reading list for newcomers to the field. The list was chosen
based on the perceived impact of the manuscript in the
field, on the quality of the article, or to highlight some im-
portant detail contained within the manuscript. After reading
the articles in the list, it is believed that the reader will have
a broad overview of the field and will have a more sound
foundation for more detailed reading of the literature.

Articles of Historical Importance

The articles by Sheiner et al.1 and Sheiner and Beal2-4

formed the basis for the field today as we know it by intro-
ducing the concept of first-order (FO) approximation. The
discussion that follows is the development of FO approxi-
mation based on the original set of papers and may not
reflect the current understanding. Given a set of {x, Y}
data, where x is the design matrix of predictor variables
measured without error and Y is the dependent variable
with a single observation per individual, and a model f(u, x),
ordinary least-squares finds the vector of u called û that
minimizes the function

O û;Y
� �

¼
Xn

i¼1

Yi � f û; xi

� �� �2 ð1Þ

Equation 1 is a type of objective function; there are many
others as will be shown. This approach assumes that the
residuals are identically distributed and independent with
mean zero and constant variance s2. If the assumption that
the residuals are normally distributed is added, the model
parameter estimates û are also the maximum likelihood
estimates.

When applied to pharmacokinetic data where there is at
least 1 observation per subject, this method is called the
na€ıve pooled approach with the word ��na€ıve�� added,
because the method violates the assumption of independ-
ence in the residuals, as it is likely that observations within
an individual are correlated. With this method, in terms of
the variability in the data, only an estimate of s2 can be
obtained. Estimates of the between-subject variability in ui

cannot be obtained, and so s2 represents all of the sources
of variability. If enough data are available on each subject,
then the model can be fit on the data of each subject to
obtain a set of estimates û1; û2; :::ûn

� �
, each of which are

independent realizations for u, with the subscript in this
case denoting that ui represents the vector of estimates for
the ith subject. It should be noted that u is a vector of popu-
lation parameters, such as clearance and volume of distri-
bution, and that ûi denotes the estimate of clearance and
volume of distribution for each subject. The estimates of
the population mean and variance of u are then computed
using the set of ûis. s2 can be estimated from the sum of
the residual errors from each individual fit divided by the
total degrees of freedom. This method is called the 2-stage
approach.

If the variance of the observations change from observation
to observation, such as is observed when examining the
variability around maximal concentrations to the variabil-
ity observed some time later in a concentration-time curve,
then weighed least-squares (WLS) can be used to obtain an
estimate of u. WLS minimizes the function

O û;Y
� �

¼
Xn

i¼1

1

wi

Yi � f û; xi

� �� �2 ð2Þ

where wi is proportional to the variance of the observation.
If the variances of the observations are not known, then
they too could be modeled such that the objective function
becomes

O û;Y; ĵ
� �

¼
Xn

i¼1

1

g û; xi; ĵ
� � Yi � f û; xi

� �� �2 ð3Þ

where g(u, x, j) models the variance of the observation,
and j is a parameter that is unique to the variance model. It
should be noted that when gðû; x; ĵÞ ¼ fðû; xÞ2 this corre-
sponds with a constant coefficient of variation residual
error model.

However, it is not possible to model both the expected
value function f(u, x) and the variance function g(x, u, j)
simultaneously using WLS, because the variance function
could be made arbitrarily large, thereby causing the objec-
tive function to continue to decrease until such a point as
the modeled variance is infinite and the objective function
is zero, regardless of the value of u. Hence, a penalty term
is added to the objective function such that the objective
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Figure 1. Number of articles published each year as reported by
MEDLINE using the keywords ��population pharmacokinetics��
or ��NONMEM.��
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function increases in response to an increase in the vari-
ance model

O û;Y; ĵ
� �

¼
Xn

i¼1

(
1

g û; xi; ĵ
� � Yi � f û; xi

� �� �2

þ Ln g û; xi; ĵ
� �h i) ð4Þ

This objective function forms the basis of extended least-
squares.5,6 In matrix notation, which allows u to be multi-
variate, the objective function in equation 4 can be written
as follows:

O û;Y; ĵ
� �

¼
Xn

i¼1

Yi � f û; xi

� �� �T
g û; xi; ĵ
� ��1

3 Yi � f û; xi

� �� �
þ Ln g û; xi; ĵ

� �			 			h i ð5Þ

where T is the transpose,21 is the inverse, and |�| is the
determinant function for some matrix.

With nonlinear mixed effects, models to f(u, x) and g(u,
x, j) must be expanded to include the random effects in the
model to f(u, x, h) and g(u, x, j, h), respectively. However,
the random effects in the model are nuisance variables, and
an approximation to f(u, x) and g(u, x, j) must be found
before equation 5 can be used. This is accomplished by
first expanding the nonlinear mixed effects model using a
Taylor series approximation to find f(u, x) and then apply-
ing statistical theory based on a linear combination of inde-
pendent random variables to find g(u, x, j). To best under-
stand these concepts is by example. Suppose the nonlinear
mixed effects model was a 1-compartment model parame-
terized in terms of clearance (CL) and central volume (V)
where both CL and V can vary across subjects:

C tð Þ ¼ D

Vþ hV

exp �CLþ hCL

Vþ hV

t


 �
þ e ð6Þ

where t is time and D is dose, both of which comprise the
design matrix, e is the vector of independent, normally dis-
tributed residuals having zero mean and variance s2, and
hCL and hV are the between-subject random effects for CL
and V having zero mean and variance v2

CL and v2
V, respec-

tively. v2
CL and v2

V collectively comprise V, a diagonal
matrix with zero off-diagonal elements.

To obtain approximate expressions for f(u, x) and g(u,
x, j), Sheiner and Beal1 proposed taking a FO approxima-
tion to equation 6 around the random effects:

and then evaluating the expression around h0 5 0 for all of
the parameters associated with a random effect h. Hence,
equation 7 simplifies to the following:

C tð Þ ¼D

V
exp �CL

V
t


 �
�

Dt

Vþ hVð Þ2
exp �CLþ h C L

Vþ hV

t


 �
h CLð Þ�

D

Vþ hVð Þ2
exp �CLþ hCL

Vþ hV

t


 �"
þ

Dt CLþ h C Lð Þ
Vþ hVð Þ3

exp �CLþ hCL

Vþ hV

t


 �#
hVð Þ þ e� (8)

which is of the form

C tð Þ ¼ f x; uð Þ þ GCL x; uð ÞhCL þ GV x; uð ÞhV þ e�: ð9Þ

It should be noted that e 6¼e* as the latter term also
includes truncation error by the approximation, although it
is still assumed that e* is independent with zero mean and
variance s2. The expected value of equation 9 is f(x, u).
Hence, an approximation to f(u, x, h) is f(u, x). Given a
linear function of independent random variables a1, a2, . . .
an and constants b0, b1, b2, . . . bn

Z ¼ b0 þ b1a1 þ b2a2 þ ::::bnan ð10Þ

the variance of the function is given by

Var Z½ � ¼
Xn

i¼1

b2
i E aið Þ; ð11Þ

where E(ai) is the expected value of ai. Applying this
expression to equation 9 in multivariate form gives the
approximation to the variance model as:

g xi; û; ĵ; ĥ
� �

ffi g xi; û; ĵ
� �

¼ G u; xð ÞVG u; xð ÞTþs2I
ð12Þ

where G 5 [GCL GV] is the Jacobian matrix of first deriva-
tives of the function f(u, x) evaluated at h0 5 0 and I is the
identity matrix. Thus, by knowing the expected value and

C tð Þ ¼ D

Vþ h0;V

exp �
CLþ h0;C L

Vþ h0;V

t

 !
� Dt

Vþ hVð Þ2
exp �CLþ h CL

Vþ hV

t


 �
hC L � h0;CL

� �

þ Dt CLþ h CLð Þ
Vþ hVð Þ3

exp �CLþ h C L

Vþ hV

t


 �
� D

Vþ hVð Þ2
exp �CLþ hC L

Vþ hV

t


 �" #
hV � h0;V

� �
þ e� ð7Þ

The AAPS Journal 2005; 7 (2) Article 37 (http://www.aapsj.org).

E365



variance of the observations, extended least-squares can be
used to find the population estimate of u while simultane-
ously estimating the between-subject variability V and
residual variability s2. This is the FO-approximation algo-
rithm applied to the model as presented in equation 6; the ex-
pected value and variance will change for different models.

In the first article in the series, Sheiner and Beal1 used this
methodology to characterize the pharmacokinetics of digo-
xin in plasma and urine. The article does an excellent job
of laying the groundwork and providing a rationale for the
method, but the technical details are not very illuminating.
Sheiner and Beal2 followed up their work and renamed
their estimation method ��FO-approximation.�� It is in this
article that the methodology is more fully clarified and
illustrated by predicting the phenytoin dose needed to ob-
tain a particular average steady-state concentration. Using
simulation, they showed that the population approach pro-
duced less-biased estimates of the population means and
variances than either the na€ıve-pooled or 2-stage approach.
In their third article,3 they studied the method using data
simulated under a 2-compartment model after intravenous
administration for 3 different drugs. Their last paper4

studied the behavior of the method using data simulated
from a 1-compartment model after repeated intravenous
infusions to steady state. They examined how the popula-
tion estimates were influenced by the number of subjects,
the number of observations per subject, and the choice of
sampling design.

Early Covariate Models

Vozeh et al and others7-10 represent the first set of reports
detailing how covariates can be used to predict a patient�s
pharmacokinetics through the development of covariate
submodels in a population analysis. For example, Grasela
and Donn9 showed that in pediatric patients with seizures
or intraventricular hemorrhage treated with phenytoin,
total systemic clearance was a function of weight (WT),
sex (SEX), and a series of binary categorical variables, as
follows:

CL ¼ CL0 WTð Þ 1þ uAPGRAPGRð Þ 1þ uSEXSEXð Þ
1þ uGAGAð Þ 1þ uAGEAGEð Þ

ð13Þ

where CL0 was baseline clearance; APGR was coded as 1
if the 5-minute Apgar score was < 5 and 0 otherwise; GA
was coded as 1 if the patient was born at < 34 weeks gesta-
tion and 0 otherwise; AGE was coded as 1 if the sample
was collected after the 6 th postnatal day and 0 otherwise;
and uAPGR, uSEX, uGA, and uAGE represent the fractional
increase or decrease associated with the indicator variable.
Grasela and Donn9 also made the first attempt at model
validation.

The article by Grasela et al.11 is important, because it
showed how population models can be used to detect a
potential drug-drug interaction from data collected during
a phase I clinical trial. Noncompartmental analysis of
10 patients with intensive pharmacokinetic sampling and
population analysis of 28 subjects with sparse sampling
both detected a drug interaction between imipramine and
alprazolam clearance. A better fit was obtained under the
population model when imipramine clearance was mod-
eled as a function of alprazolam concentration at the time
of sampling than when imipramine clearance was modeled
using a dichotomous covariate equal to 1 if the patient was
taking both alprazolam and imipramine and 0 if the patient
was taking only imipramine. Thus, the population appro-
ach provided a more mechanistic interpretation as to the
nature of the interaction than the noncompartmental ap-
proach. If these results could be extrapolated to other
settings, then this report sets the stage for drug companies
using population methods during drug development.

Model Building Strategies

Early reports of population models did not elaborate on
how particular covariates were chosen and included with
particular pharmacokinetic parameters (eg, see Refs.7,9).
These reports simply presented the model including covari-
ates. Testing for whether inclusion of a covariate resulted
in an improvement in the goodness of fit requires at least
2 models: one with and one without the covariate of inter-
est. Hence, for a model with a modest number of parame-
ters, testing of covariates can become prohibitive, espe-
cially in the early 1980s, when personal computers were a
luxury, and the speed of mainframe computers was slower
than most personal computers today. One of the common
practices today is to fit a model without any covariates,
called the base or structural model, and then to determine
each subject�s pharmacokinetic parameters using Bayesian
estimation. From these empirical Bayes estimates (EBEs)
some type of screening is done, usually regression-based,
to filter the number of covariates that need to be tested
using NONMEM, thereby reducing the number of models
that are evaluated, as well as the total run times. A modifi-
cation of this is to regress the residuals or partial residuals,
instead of the EBEs, against the covariate of interest (see11

for a comparison of some of these methods).

Maitre et al12 were the first to use correlation analysis of
the EBE for a pharmacokinetic parameter and a particular
covariate whereby only covariates showing a significant
correlation were passed through the filter. Using this
approach with midazolam, they found that among 11 cova-
riates, only body weight and clearance, body weight and
central volume, liver disease and clearance, and age and
clearance showed a significant correlation. These covari-
ates were then subsequently used in the NONMEM model.
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Mandema et al13 expanded this approach and studied the
use of generalized additive models14 as a stepwise regres-
sion-based covariate screen, instead of simple correlations.
They also discussed options for when the covariates are
time-varying and when it is not possible to obtain a single
time-independent estimate of a pharmacokinetic parameter,
that is, when clearance changes over time. This article also
discusses the importance of the quality of the EBEs and
how they ��shrink�� toward the population mean when there
are few observations per subject or when the residual error
is large compared with between-subject variability.

Bruno et al15 combined the various techniques that had
been reported to that time and developed a state-of-the-art
population analysis of docetaxel in patients with solid
tumors. In their analysis, data from 2 phase I studies and
22 phase II studies involving 547 patients were pooled and
then split to a model development data set with 280
patients and a validation data set with 267 patients. The
base model was a 3-compartment model. The EBEs were
determined for the random effects, and a total of 18 covari-
ates were screened using graphical inspection, multiple
linear regression, and generalized additive models. Those
covariates that were deemed important during the screen-
ing process were then tested in NONMEM for statistical
significance using the likelihood ratio test (LRT). The
model was then ��validated�� using the validation data set.
The 2 data sets were then combined to refine the popula-
tion model estimates. In the end, docetaxel clearance was
dependent on body surface area, a1-acid glycoprotein con-
centration, and hepatic function. This report still remains
as one of the most frequently cited references for model
development in population analyses.

Before the report by Karlsson and Sheiner,16 2 sources of
variability were modeled: between-subject variability and
residual variability. For example, the ith patient�s clearance
(CLi) may be modeled as follows:

CLi ¼ u0exp hið Þ ð14Þ

where u0 is the population mean and hi represents the
deviation for the ith subject from the population mean on a
log-scale. However, for many reasons, a pharmacokinetic
parameter may change from occasion to occasion. For
instance, a change in apparent oral clearance may be attrib-
utable to changes in bioavailability from occasion to occa-
sion resulting in differential drug exposure across occa-
sions. Karlson and Sheiner16 showed how between-subject
variability may be additionally refined into interindividual
variability and interoccasion variability, so, for example,
equation 14 may be written as follows:

CLi ¼ u0 exp hi þ kið Þ ð15Þ

where ki is the ith occasion under the assumption that
k � N 0;v2

k

� �
. Hence, between-subject variability may be

decomposed into interindividual variability and interocca-
sion variability (IOV). Using simulated data, they showed
that not including IOV in the model when it is truly present
can lead to appreciable bias in the structural model param-
eter estimates, but which parameter is affected and to what
extent depends on many different variables with no clear
pattern emerging. Ignoring IOV always inflated the resid-
ual variance estimate, whereas the bias in the estimate of
BSV was negligible when BSV was large relative to IOV.
On the other hand, when IOV was large relative to BSV,
then biases in the estimates of BSV were large. Others
have used this approach since then to model different sour-
ces of variability, such as between-study variability.17

The article by Wade et al18 caused quite a stir and is
disconcerting for a number of reasons. They simulated data
from a 2-compartment model having an approximate
a-half-life and b-half-life of 35 minutes and 36 hours,
respectively, with samples collected under 4 different time
ranges: 3 to 120 hours, 6 to 120 hours, 12 to 120 hours, and
48 to 120 hours. They then fit a 1-compartment and 2-com-
partment model to the data where clearance and volume of
distribution were treated as uncorrelated random effects.
The frequency of selecting the 2-compartment model was
much larger than expected, even with samples in the 48-to-
120-hour group, which is >80 half-lives after the end of the
distribution phase. Furthermore, the frequency of choosing
the 2-compartment model changed depending on whether
or not a covariate was included in the base model. When
clearance was a function of a dichotomous covariate repre-
senting the effect of a patient subgroup, like a drug-drug
interaction, the frequency of detecting the covariate was
always higher under the 2-compartment model than the 1-
compartment model. Despite the fact that the model used
to simulate the data did not contain a covariance term, only
when a covariance term was added between the clearance
and volume of distribution did the frequency of choosing
the 1-compartment model fall in line with expectations.
What this article illustrated was that the choice of the cova-
riate and structural model was dependent on the choice of
the covariance model and that the most complex covariate
or variance models could occur with the simplest structural
model. Simply put, as the title states, an interaction exists
among the structural, covariate, and covariance models in
choosing the best model, which may change depending on
how the submodels are formulated.

Wade et al18 then recommended the following steps for
model development, a process that has held to this day.
First, the structural model without covariates should be
chosen. Second, the influence of the covariates on all of
the model parameters in the structural model should be
explored. Third, if before covariate model development a
more complex structural model seems just as likely, then
the covariate model built with the simpler structural model
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should be tested on the more-complex structural model.
Rejected covariates under the more-simple model should
then be reevaluated. Lastly, superfluous covariates can
then be removed by stepwise deletion.

Missing from the article by Wade et al18 is how to handle
the covariance matrix. Should an unstructured or block
covariance always be used and then reduced, or should a
diagonal covariance be used and then tweaked at some
later time? Most texts dealing with linear mixed effects
models19 recommend that an overparameterized cova-
riance matrix be used, because whereas an overparameter-
ized covariance may lead to poor estimation of the SEs, an
underparameterized covariance results in biased inference
about the fixed effects. This reasoning may apply to non-
linear mixed effects models as well.

A type I error is committed when the null hypothesis of no
difference between groups is rejected when in fact it should
not be. In other words, the null hypothesis assumes that
there is no difference between groups; a type I error is
made when it is declared that a difference between groups
exists when in fact the difference does not exist. In the case
of nonlinear mixed-effects modeling, a type I error is com-
mitted when a covariate is added to a model when it should
not be. Wahlby et al20,21 published as series of papers
studying the type I error rate for FO approximation, condi-
tional estimation methods for covariate models, and the
addition of variance terms in a model. The articles are
quite comprehensive, and it will be difficult to summarize
their results in a few sentences. In general, FO approxima-
tion resulted in a higher type I error rate than conditional
estimation methods, and the error rate was influenced by
many factors, including sample size, the number of obser-
vations per subject, sampling scheme, and magnitude of
residual error. FO conditional estimation with interaction
(FOCE-I) resulted in type I error rates near their nominal
values under most conditions.

The articles also introduce the use of covariate randomiza-
tion to determine the change in objective function value
needed for significance under the null hypothesis of no
covariate effect. With this method, the covariate of interest
is randomized (permutated) across subjects, thereby break-
ing any covariate-pharmacokinetic parameter relationship.
The objective function is determined using the model that
contains the covariate of interest, and the change in objec-
tive function value (DOFV) relative to the same model
without the covariate of interest is computed. This process
is repeated many times such that a distribution of DOFVs
is obtained. The DOFVs are ranked, and the critical value
for significance is determined from the percentiles, that is,
for 5% statistical significance the fifth percentile is used.
They showed that compared with a theoretical value of
3.84 for 0.05 level significance using the LRT with 1
degree of freedom, the actual DOFV under FO approxima-

tion ranged from ~13 to 17, depending on the covariate
studied, but was approximately 4 using FOCE-I. Also,
buried in the article is a method for developing a gene-
ralized least-squares approach to parameter estimation
(Table 2 in Ref. 20).

In their second article, Wahlby et al21 examined the influ-
ence of a covariate on a variance component, which does
not occur that often but is still of interest. More impor-
tantly, however, are their other simulations. They also
compared the type I error rate using the LRT estimated
using FO approximation and FOCE-I to determine whether
inclusion of a covariance term between pharmacokinetic
parameters resulted in a significant improvement in the
goodness of fit. They found that the type I error rates were
near nominal values when the residual error was low but
that higher residual variability resulted in higher type I
error rates. Lastly, they studied the impact of including a
false variance term on a pharmacokinetic parameter when
one was not needed. The type I error rates were below
expected using FOCE-I and were not influenced by num-
ber of observations per subject, number of individuals, or
residual error magnitude.

All of the tests that Wahlby et al20,21 examined were based
on the LRT. Stram and Lee22 have shown that the LRT is
not valid when the alternative hypothesis falls on the boun-
dary of the null hypothesis, that is, the distribution of the
LRT is no longer x2. Instead, the distribution becomes a
mixture of x2 distributions, and in the special case where a
single variance component is being tested, the mixture is
50:50 of x2 random variables with 1 and 2 degrees of free-
dom. Hence, instead of a value of 3.84 or 6.64 for 0.05 or
0.01 levels of significance, respectively, the critical values
become 5.14 and 8.27, respectively. Pinheiro and Bates23

used Monte Carlo simulation to examine this issue and
came up with a ratio of 0.65:0.35 instead of 50:50. Interest-
ingly, this boundary problem does not become an issue
with covariance terms, because a covariance does not have
a zero boundary; a covariance can fall anywhere on the real
line. So when Wahlby et al21 found the type I error rate for
covariance terms to be near nominal values but type I error
rates for variance terms to be too low, these results were
entirely consistent with the results of Stram and Lee22 but
allowed the results of Stram and Lee to extend to the non-
linear mixed-effects model case.

Experimental Design

Early PopPK models used data that were usually collected
as part of a therapeutic drug monitoring program. Later,
the pharmaceutical industry recognized the utility of
PopPK in their analysis of data collected during phase III,
which was typically considered too sparse to model at an
individual level. It was recognized, however, that not all
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experimental designs are equal. A better experimental
design can result in more efficient parameter estimates,
that is, less bias and smaller SEs. For example, at the sim-
plest level, the optimum design for modeling a drug that
shows monophasic elimination kinetics after intravenous
administration is to collect samples as early as possible and
as late as possible so that the length of time between sam-
ples is as long as possible. It is easy to envision that a
design where the second sample is collected shortly after
the first sample will not lead to a very good estimate of the
rate of elimination. Hence, na€ıve collection of samples
may result in biased and imprecise estimates.

In light of these observations, Aarons et al24 present a short
overview of a 1995 meeting held in Brussels to discuss
issues related to experimental design in PopPK studies in
drug development. It was recognized that most PopPK
studies are done using sparse data collected during phase II
and III where the purpose of such studies is not to charac-
terize the pharmacokinetics of the drug but to demonstrate
evidence of or confirm efficacy. PopPK is a secondary
objective. Hence, whatever experimental design recom-
mendations could be made would have to be done within
the confines of the study, for example, samples cannot be
collected at night during an outpatient phase III study,
because no physician offices are open during those hours
to collect the samples. A number of issues were addressed,
including current practices, logistic issues, covariate
assessment, protocol design, and the importance of com-
munication. No specific conclusions were drawn, because
too often these issues have to be addressed on a case-by-
case basis. Nevertheless, the article presents an excellent
overview of the issues involved in collecting and analyzing
data from late-phase clinical trials.

Kowalski and Hutmacher25 report on the development of a
new drug wherein pharmacokinetic analysis from data-
rich, intensive within-subject sampling collected during
phase I showed that the drug had biexponential kinetics.
However, it was believed that the sampling times for the
proposed phase III study would not support such a model
and that only a 1-compartment model could be supported.
The authors then used clinical trial simulation to fit a
1-compartment model to data simulated from a 2-compart-
ment model and to estimate the degree of bias in the result-
ing model parameters, assuming that the pharmacokinetics
in phase III behaved the same as in phase I. A second simu-
lation was used to assess the sample size needed to detect a
40% reduction in clearance in patients in a subpopulation
compared with the main population with at least 90%
power. The results showed that fitting a less-complex
model resulted in unbiased estimation of the population
means, although volume of distribution under the 1-com-
partment model really represented volume of distribution
at steady-state under the 2-compartment model. The esti-

mates of between-subject and residual variability were
substantially biased, however. They also showed that under
the specified conditions, if 5% of patients were in the
subpopulation, there was an 86% chance of detecting
the subpopulation given 150 subjects total and 94% given
225 subjects total. These results need to be tempered by
the observation that the type I error rate was considerably
inflated and higher than the nominal level of 0.05. To
adjust for the inflation in the type I error rate, the critical
value (fifth upper percentile) from the simulated null distri-
bution of the test statistic (DOFV between the models with
and without the covariate for subpopulation differences in
apparent oral clearance simulated under the null model of
no covariate effect) was used to downward adjust the
estimates of power to 73% for 150 subjects and 84% for
225 subjects. Based on these adjusted estimates of power,
the population pharmacokinetic substudy was conducted
with a sample size of 225 subjects. In conversations with
K. Kowalski (April, 2005) after the conclusion of the
study, he indicated that the population estimate of apparent
oral clearance for this patient population was within 5% of
the healthy volunteer estimate and that the covariate effects
included in the final model for this patient study were very
much consistent with findings from healthy volunteer stud-
ies. This article nicely illustrates how a PopPK model can
be applied to answer questions about future studies through
the use of computer simulation.

Lee26 used simulation to examine how degree of compli-
ance, number of samples per subject, choice of sampling
time, total number of subjects, and inclusion of individuals
with data-rich sample collection interact to detect a 30%
increase in clearance in a subpopulation in a sparsely
design phase III study. Many conclusions were reported,
but some of the more useful ones are as follows: (1) taking
3 samples resulted in greater power than taking only
2 samples, (2) collecting only trough samples resulted in
poor power and could not accurately estimate the magni-
tude of difference between the main population and the
subpopulation, (3) adding subjects with complete pharma-
cokinetic profiles to sparsely sampled subjects did not
improve the estimate of the clearance difference between
the groups and actually increased the type I error rate for
detecting the subpopulation, and (4) the clearance differ-
ence was poorly estimated if the timing of a dosing event
was missing. This article additionally illustrates the use of
simulation as a tool to help design PopPK studies.

Recently, studies using optimal design in PopPK have
received increased attention. The mathematics behind this
algorithm is quite complicated (involving minimizing the
negative determinant of the Fisher Information Matrix, of
which the inversion results in the variance-covariance
matrix of the model parameter estimates and the square
root of the diagonal elements of the variance-covariance
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matrix leads to the SE of the model parameter estimates)
but relates the finding to a set of sampling times meeting
user-defined constraints (eg, no samples collected between
the periods of 6:00 PM and 6:00 AM in the case of a study
done in an outpatient setting) that will optimally minimize
the SEs of the estimable parameters in the model. Although
of great interest, the use of optimal designs in practice has
had limited experience. The reader is referred else-
where27,28 for more details.

Model Validation

All models are based on assumptions. In ordinary least-
squares, the assumptions are that the residuals are inde-
pendent and identically distributed with zero mean and
constant variance. Models that deviate from the underlying
assumptions may have unstable or biased parameter
estimates. PopPK also has many assumptions, such as ade-
quacy of the FO approximation, error-free sampling times,
and so forth. Karlsson et al29 present a comprehensive
list of assumptions, falling into the following categories,
that should be tested: the estimation algorithm, data
quality, structural model, covariate model, statistical mod-
els, and general aspects related to modeling. Not all of
these assumptions are usually tested and confirmed, but
many should be, and not just on the final model. For
example, if the FO approximation is inadequate, it would
be tragic to find this out at the end of the model develop-
ment process, because the entire process then becomes
questionable.

Bonate30 showed that model parameter estimates may be
unstable when correlated covariates (r > 0.5) are entered
into a model simultaneously, similar to the collinearity
problem that arises in linear models, and that instability
increases as the degree of correlation increases. So, for
example, a modeler would not want to use weight and body
surface area as covariates to predict clearance, because
weight and body surface area tend to be highly correlated.
Collinearity can also arise when the correlated covariates
are on different parameters, so if age is on clearance,
weight is on central volume, and age and weight are highly
correlated, then all of the parameter estimates in the model
have the potential to be unstable. Various indices are also
presented that quantify the degree of collinearity.

Hartford and Davidian31 showed what happens to model
parameter estimates when the assumptions of the model
are violated. A large portion of the article is a technical dis-
cussion of the differences in estimation algorithms and the
assumptions each algorithm makes. A key assumption is
that the random effects (h) are normally distributed if
clearance is modeled as uexp(h). Using simulation and
SAS NLINMIX macro (SAS Institute, Cary, NC), which is
no longer supported by SAS and has been supplanted by

the NLMIXED procedure with version 8.0 and higher, they
studied the impact on the parameter estimates when the
random effects were not normally distributed, but were
heavy tailed normal, a mixture of normal distributions,
asymmetric, or bimodal symmetric in distribution. When
the clearance model is correctly specified and the only
violation is the assumption of the random-effects distribu-
tion, FO approximation has a very high rate of conver-
gence, whereas conditional methods are less so. Unbiased
estimation of the population means, regardless of the esti-
mation method, was not affected to any significant extent
when the random effects were not normally distributed.
The estimation of the variances, however, was sensitive to
the distribution of the random effects, but the estimation
bias tended to be acceptable as long as the distribution was
unimodal.

Ette et al32 present an excellent overview of the current
state of model validation in PopPK. Model validation is,
unfortunately, one of the great misnomers in our field. No
model can ever truly be validated under all of the condi-
tions. Instead, the authors use the term ��model appropriate-
ness�� to indicate that the model is validated for the specific
purpose in which it was intended and that purpose is
clearly stated a priori. They then illustrate the concepts in
the article using a PopPK analysis of 5-fluorocytosine in
patients with infection because of Cryptococcus neofor-
mans and Candida species.

A central point is that model validation needs to be de-
signed to support the intended use of the model. There are
many approaches available to test a model, but the selec-
tion of test(s) is dependent on what aspects of the model
require evaluation. Model validation should be designed
prospectively and clearly stated in a data analysis plan.
Prospective validation increases the credibility of the
results with reviewers and the intended audience. The
reviewer is referred to the Food and Drug Administration
Guidance to Industry on Population Pharmacokinetics
(which is discussed later in the article) for details on these
data analysis plans.

Case Studies

Enoxaparin (Lovenox) is a low molecular weight heparin
that cannot easily be measured by analytical means.
Instead, enoxaparin is indirectly estimated by factor Xa
concentrations, which are thought to reflect unbound enox-
aparin concentrations. Bruno et al33 presented a PopPK
analysis of factor Xa (or equivalently enoxaparin) in
patients with unstable angina and non-ST-segment eleva-
tion myocardial infarction. Clearance was found to be a
function of age, weight, creatinine clearance, and patient
sex. The pharmacokinetic model was then used to predict
area under the curve at steady state using the EBEs for
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clearance under the final population model. Univariate and
multivariate logistic regression was then used to relate area
under the curve at steady state and dose, as measures of
drug exposure, to the probability of experiencing major
hemorrhage or any hemorrhage (which includes major
hemorrhage) during the study. Other patient covariates,
such as age, sex, weight, and platelet count, were also
examined in the model. The pharmacokinetic model was
then combined with the pharmacodynamic model to pre-
dict the risk of hemorrhagic events. This article is an excel-
lent example of PopPK-PD for a number of reasons. Model
development and validation is of sufficient detail and
clearly described. The application of the model is also
evident and useful, rather than the standard fare of just
presenting the pharmacokinetics. Unfortunately, this infor-
mation has failed to be included on the most recent pack-
age insert for the product.

Rajagopalan and Gastonguay34 present a nice example
of validation methods in their analysis of ciprofloxacin
pharmacokinetics in pediatric patients having various
infections. Using the parametric bootstrap, nonparametric
bootstrap, leverage analysis, and cross-validation, the
authors evaluated the performance and stability of the
model. Using the results of the model, they then develop a
dosing scheme to help clinicians dose pediatric patients
with complicated urinary tract infections. This article also
presents the issue of weight in modeling pediatric data.
Weight is frequently a covariate in pediatric studies that is
modeled using a power function, for example:

CL ¼ u1 Wgtð Þu2exp hð Þ: ð16Þ

However, one camp of PopPK modelers believes that the
exponent in the model, u2, should be empirically estimated
based on the data so that the best possible fit is obtained.
Another camp believes that based on allometric theory, u2

should be a priori fixed to 0.75 for clearance terms and 1.0
for volume terms.35 There is no consensus for which
method should be preferred.

Grasmader et al36 studied the PopPK of mirtazapine, a new
antidepressant, in 49 patients with a diagnosis of clinical
depression. What makes this paper notable are 2 things.
One, patients were genotyped for isozymes of cytochrome
(CYP) 2D6, 2C9, and 2C19. In the base model without
covariates, the random effects for clearance (hCL) showed
a distinct bimodal distribution. When a categorical variable
was added to clearance assigning patients a value of 2 if
they were a CYP 2D6-extensive metabolizer or 1 if they
were a poor or intermediate metabolizer, the bimodal dis-
tribution became unimodal and approximately normally
distributed. This illustrates nicely the impact of a covariate
on model assumptions and how proper use of a covariate
can result in a model having violated assumptions correct-

ing itself. This article also shows their covariate model
development process for clearance allowing a newcomer to
get a better feel for how models are tested and either
accepted or rejected. One problem with this article is that
how missing genotype data were handled is not adequately
discussed.

Review Articles

A number of useful review articles37-39 have been written
on population pharmacokinetics. Beal and Sheiner37 pre-
sent an overview of the statistical foundation and develop-
ment of the FO approximation in a readable format and
compare this with the 2-stage method for obtaining popula-
tion estimates. Sheiner and Ludden38 present a nontechni-
cal overview of the PopPK, including a review of the meth-
ods, an example, and a summary of the results obtained
with population methods. Although the article is a little
dated, being published more than a decade ago, it still is
useful in that it provides the reader with a feel for what
PopPK is capable of. Tett et al39 provide an excellent non-
technical overview of PopPK that would be useful for
someone who needs to know what PopPK is, its advantages
and disadvantages, and some of its uses. This review would
be helpful for clinical research associates, project team
leaders, physicians, or nontechnical members of a project
team in a pharmaceutical company that are involved with a
clinical trial in which PopPK is a component.

Two books have been written on the topic of nonlinear
mixed effects models, but neither of these books are geared
toward the pharmacokineticist; rather, they are written by
statisticians for a mostly statistical audience and, as such,
are difficult to read for a newcomer to the field. Davidian
and Giltinan40 is the more user-friendly of the two and is a
must-read once the basics are understood. Pinheiro and
Bates23 is geared exclusively toward the computer lan-
guage S and the software system S-Plus (Insightful Corp,
Seattle, WA). Neither of these books should be read at the
outset of learning the material. The book by Verbeke and
Molenberghs,41 although not dealing with PopPK, deals
with linear mixed effects models in general. A good under-
standing of linear mixed-effects models can only lead to a
better understanding of nonlinear mixed-effects models,
just like a good understanding of linear regression leads to
a better understanding of nonlinear regression. They pub-
lished a similar book in 1997 that includes all of the mate-
rial in the later book, less some more complex material,
but it is more SAS-oriented than the later book.19

Regulatory Documents

Beginning with Carl Peck and later Janet Woodcock as
Directors for the Center for Drug Evaluation and Research
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at the Food and Drug Administration (FDA), a number of
prominent experts in the field of PopPK were brought into
the agency through the formation of a dedicated pharmaco-
metrics group that would be used to analyze PopPK data
submitted by pharmaceutical companies in support of a
new drug application. In 1999, the FDA issued a guidance
to industry on PopPK.42 The purpose of this was to make
recommendations to industry on the design, analysis, and
presentation of PopPK analyses made by industry. The
guidance is actually a very good synthesis of simulation
studies using the various estimation algorithms regarding
experimental design issues, as well as some practical and
logistic recommendations regarding design and execution
of PopPK analyses. A key component of the FDA guidance
is the concept of a ��study protocol,�� which is more com-
monly referred to by the International Conference on Har-
monisation as a ��statistical analysis plan�� or ��data analysis
plan.�� The study protocol should detail before the start of
the analysis the objectives of the analysis and how the data
will be analyzed, the idea being that the results will be
more credible than if the analysis were after having an
initial ��look�� at the data. Although laudable, study proto-
cols in practice only provide a rough measure of credibil-
ity, because, in contrast to phase III studies where the
analysis is locked into place with the null hypothesis care-
fully defined a priori, PopPK is still an exercise in explora-
tory analysis and, as such, it is impossible to plan every
contingency. Nevertheless, detailing the objectives of the
analysis, how missing data and outliers will be handled,
and other general details is useful. The FDA guidance also
provides guidelines on how the PopPK report should be
written, which I could imagine was a horrible hodge-podge
from different companies before publication of the FDA
report.

SUMMARY

Granted, the author has recommended a lot of papers to be
read. The field has shown great progress since its incep-
tion, and continues to show greater and greater acceptance
by other scientists and regulatory reviewers, as its concepts
and terms become more understood, as its uses and limita-
tions become more realized, and as its successes continue
to be reported. However, this field is not easily understood,
even for those with a firm statistical and mathematical
foundation. Lynne Cox, the long-distance swimmer who
broke the English Channel record at age 15, who swam the
Bering Strait, and who swam the Arctic Ocean once said
that ��as long as you hang in there and keep going, you have
a chance at succeeding. Once you give up, you�re done.��
Learning PopPK is not easy, and understanding it can be a
long, slow process, but it can be very rewarding once
understood and applied.
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